
 
 
 
 

 
AI, Large Language Models, and the 
Responsible Conduct of Research at UNSW 
This document outlines UNSW’s position on the use of AI and Large Language Models in Research. It should be read alongside 
the UNSW Research Code of Conduct, and advice on the use of Generative AI in Teaching and Assessment. 

 
There

implications for their work. On one hand, these models can assist with data analysis, text  
summarization, and other tasks that can speed up the research process. On the other hand, there is a 
risk of researchers relying too heavily on these models, which can lead to unoriginal work and 

potential plagiarism. Additionally, the ease of generating realistic-looking text and data with language 
models raises concerns about the validity and reliability of research results. 
 

Given the rapid pace of change, researchers, journals, and organisations are considering their 
position on the appropriate use of these tools, especially in the context of research integrity. 

Individual researchers have also indicated that the lack of clarity is concerning, and guidance on the 
appropriate use of these tools would be valued. This paper is intended to clarify UNSW’s position on 
the use of these tools in research and the implications for our research integrity processes. 

Ethical and Responsible Use 

It is important for researchers to use language models in an ethical and responsible manner and to be 
transparent about their use in their methods and reporting. 

 
The ethical implications of using large language models in research and other fields are complex and 
wide-ranging. Some of the key ethical concerns include: 

 
• Responsibility for content generated by the models: The text generated by language models 

http://www.unsw.edu.au/content/dam/pdfs/governance/policy/2022-01-policies/researchcode.pdf
https://unsw.sharepoint.com/sites/Teach/SitePages/Generative-AI.aspx
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These ethical concerns highlight the need for responsible and transparent development, deployment, 
and regulation of language models, as well as ongoing efforts to address and mitigate their potential 
negative impacts. 
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IPED guidelines and ensure that the use of the tool is in line with the editing advice they provide, and 
that the tool is acknowledged where this is appropriate. Supervisors should be consulted for advice if 
there are questions on application of these guidelines. 

HDR candidates should also consider any impact that the use of AI tools may have on the criteria that 
theses are examined against, which are outlined in the thesis examination procedure. 

Principles 

 
Considering the above, UNSW has taken the following position regarding the use of generative AI in 
Research: 

• Generative AI tools are likely to find many useful applications in research. 
• Care should be taken when using these tools to ensure that research integrity is maintained. 
• Appropriate training is to be provided to assist researchers in navigating integrity 

requirements. 
• The use of generative AI tools should be disclosed and appropriately cited where it would be 

reasonably expected (there may be reasons for non-disclosure such as privacy concerns or 
that the tool is generally expected to be used). This will help researchers maintain the integrity 
of their work and the trust of the research community. Given the rapidly changing nature of 
this field, a prescriptive definition of appropriate is likely to change, and may differ between 
research areas. 

• Large Language Models such as ChatGPT cannot ever meet the requirements for authorship or 
inventorship. As such, researchers must take responsibility of the output of these tools if they 
are to be relied on in research. 

• UNSW, through the Division of Research and Enterprise, will keep a watching brief on emerging 
AI technology and its applications as well as its impact on the responsible conduct of research 
at UNSW. 
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This document was produced using input from ChatGPT. 
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